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ABSTRACT

Researchers interests finding has been an active area of investigation for different recommendation tasks.
Previous approaches for finding researchers interests exploit writing styles and links connectivity by con-
sidering time of documents, while semantics-based intrinsic structure of words is ignored. Consequently,
a topic model named Author-Topic model is proposed, which exploits semantics-based intrinsic structure
of words present between the authors of research papers. It ignores simultaneous modeling of time factor
which results in exchangeability of topics problem, which is important factor to deal with when finding
dynamic research interests. For example, in many real world applications, like finding reviewers for
papers and finding taggers in the social tagging systems one need to consider different time periods.
In this paper, we present time topic modeling approach named Temporal-Author-Topic (TAT) which
can simultaneously model text, researchers and time of research papers to overcome the exchangeability
of topics problem. The mixture distribution over topics is influenced by both co-occurrences of words and
timestamps of the research papers. Consequently, topics occurrence and their related researchers change
over time, while the meaning of particular topic almost remains unchanged. Proposed approach is used to
discover topically related researchers for different time periods. We also show how their interests and
relationships change over a time period. Empirical results on large research papers corpus show the effec-
tiveness of our proposed approach and dominance over Author-Topic (AT) model, by handling the
exchangeability of topics problem, which enables it to obtain similar meaning of particular topic

overtime.

© 2011 Elsevier B.V. All rights reserved.

1. Introduction

A lot of information on the Web has provided us with many
challenging knowledge discovery problems, one of which is
researchers’ interests’ discovery in academic social networks.
Unfortunately, most of the existing work conducted to solve this
problem ignored semantics-based structure of words, while topic
modeling approaches considered semantics-based structure of
words, but ignored simultaneous modeling of the time factor for
different time periods. Web is highly dynamic, so the time factor
cannot be ignored for most of the knowledge discovery problems
these days. Most of the datasets such as research papers, tagging
systems and blogs do not have static co-occurrence patterns; they
are instead highly dynamic. The data are collected over different
periods of time and data patterns keeps on changing, by showing
rising or falling trends overtime. By finding dynamic researchers
interests different recommendation tasks can be fulfilled, such as
finding; reviewers for papers, project collaborators, supervisor
and program committee members for conferences.

Some important scenarios about researchers’ interests can be;
firstly, an author A was mainly focused on biological gene
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networks until 2004 and published a lot of papers about this topic;
afterwards he switched his concentration to image processing and
not published many papers. His discovered interest in 2009 can
still be biological gene networks if we ignore time factor, while this
is impractical. Secondly, it is also possible that other researchers’
jump into or start writing on the same topic with author A and
pushes his ranking backward by publishing more papers on that
specific topic. Thirdly, a researcher can be focused on more than
one topic with high publishing rate at the same time. On the basis
of aforementioned scenarios some intuitive questions about
dynamic researchers’ interests are; are the discovered researchers
writing on a specific topic for each given year can be same? Are
researchers’ relationships for each given year can be same? Intui-
tively the answer to both these questions is simply “No”.

In the past, efforts made to solve this problem can be divided
into three major frameworks which are; (1) stylistic features (such
as sentence length), author attribution and forensic linguistics to
identify what the author wrote on a given piece of text [10,12]
and (2) graph linkage based approaches, in which co-authorship
or co-venue ship (writing for same conference or journal) based ex-
plicit connections are exploited [11,16,23] and (3) topic modeling
which captures semantics-based intrinsic structure of words pres-
ent between the documents [7], such as, Author-Topic (AT) model
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[15,18,19] which considers static researchers interests or we can
say that it models year by year interest individually. For example,
if we have five years data, the AT model can be run for each year for
finding dynamic researchers interests. Modeling researcher’s inter-
ests by running model individually for each year will result in
exchangeability of topics problem, which means that a topic model
in different runs will not have similar topics and the order of topics
will also not be the same. In general, first two types of frameworks
ignored semantics-based intrinsic structure of words, while in AT
individual year wise researchers interests are modeled. Later, Top-
ics over Time (TOT) [22], a topic modeling approach was purposed
to capture the evolution of topics by introducing a time node in to-
pic model to handle the exchangeability of topics problem, but it
did not consider researchers’ interests. We are motivated to cap-
ture the evolution of researchers’ interests with respect to topics
by dependently modeling all years simultaneously.

In this paper, we combined the static researchers interests mod-
eling idea of AT and capturing the evolution of topics idea of TOT to
propose Temporal-Author-Topic (TAT) approach, which is a varia-
tion of Author-Conference-Topic model (ACT1) [20]. TAT models
the dynamic research interests with respect to time without
changing the meaning of topics for different years unlike AT model.
Simultaneously modeling of time for all years enables TAT to han-
dle the exchangeability of topics problems. Empirical results and
discussions elaborate the importance of problem formulization
and usefulness of TAT over AT.

Here it is necessary to mention that exploitation of researchers’
interests (who is writing on what topic without any discrimination
between renowned and not-renowned publication venues) and ex-
pert finding [6,8] (who is most skilled on what topic with the dis-
crimination between renowned and not-renowned publication
venues) are notably two different knowledge discovery problems.

The novelty of work described in this paper lies in the

(1) formalization of the dynamic researchers interests discovery
problem using topic models,

(2) proposal of hybrid (TAT approach) which can handle the
exchangeability of topics problem for dynamic researcher
interest finding,

(3) experimental verification of the effectiveness of our
approach on the real world dataset.

To the best of our knowledge, we are the first to deal with the
dynamic researchers’ interests’ discovery problem by proposing a
topic modeling approach, which can implicitly capture word-
word, word-author and author-author, word-time and author-
time relationships, simultaneously.

The rest of the paper is organized as follows. Section 2 provides
problem formulization for dynamic researcher’s interest finding. In
Section 3, we introduce motivation for time author topic modeling
for dynamic researchers’ interests’ discovery and illustrate our pro-
posed approach with its parameters estimation details. In Section
4, corpus, parameter settings, baseline approach, with empirical
studies and discussions about the results are given. Section 5
brings this paper to the conclusions and future work.

2. Finding dynamic research interests

Dynamic research interests finding focuses on discovering the
right person related to a specific knowledge domain for different
time periods e.g. years in this work. The question can be like
“Who are the authors writing on topic Z for year Y? Instead of just
what are the authors’ interests on the topic Z?” In general dynamic
research interests finding process, main task is to probabilistically
rank discovered authors for different years. To our interest, each
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Fig. 1. Dynamic research interests finding.

publication contains some title words and names which usually
cover most of the highly related sub research areas of the research-
ers. We think that latent topics based correlations between the
researchers publishing papers by simultaneously considering time
effects is an appropriate way for semantics-based dynamic re-
search interests discovery.

We denote a document d as a vector of N; words with a
specific year y, an author a on the basis of his accepted papers,
and formulize the problem as: Given a document d with N; words
having a stamp of year y, and a. authors of a document d,
discover related authors of a specific domain for different years.
Fig. 1 provides pictorial representation of the formulization of
the problem.

3. Time author topic modeling

In this section, before describing our Temporal-Author-Topic
(TAT) approach, we will first briefly describe topic modeling, how
documents, researchers’ interests and evolution of topics are
modeled.

3.1. Topic modeling

Fundamental topic modeling assumes that there is a hidden
topic layer Z={zy,25,23,...,2:} between the word tokens and the
documents, where z; denotes a latent topic and each document
d is a vector of N; words wy. A collection of D documents is defined
by D ={w;,w,,ws,...,wWq} and each word wy; is chosen from a
vocabulary of size V. For each document, a topic mixture distribu-
tion is sampled and a latent topic Z is chosen with the probability
of topic given document for each word with word having gener-
ated probability of word given topic [4]. A hidden topic layer based
approach is used for query-concept matching for digital health eco-
systems service matchmaking [26], while this paper uses hidden
topic layer with time to handle exchangeability of topics problem
for researcher’s interest finding.

3.2. Modeling documents with topics (LDA)

Latent Dirichlet Allocation (LDA) [4,13] is a state of the art topic
model used for modeling documents by using a latent topic layer
between them. It is a Bayesian network that generates a document
using a mixture of topics. For each document d, a topic mixture
multinomial distribution 6, is sampled from Dirichlet o, and then
a latent topic z is chosen and a word w is generated from topic-
specific multinomial distribution @, over words of a document
for that topic

T
P(w|d, 6, ®) = P(wlz, ®,)P(zd, 04) (1)
z=1
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3.3. Modeling authors interests (Author model and AT model)

The Author model [14] was proposed to model documents text
and its author’s interests. For each document d, a set of authors’ a4
is observed. To generate each word an author r, is uniformly sam-
pled from the set of authors, and then a word w is generated from
an author-specific multinomial distribution &, over words of a
document for that topic. Later, following LDA basic idea of model-
ing words of documents with latent topics and Author model basic
idea of modeling words and authors of documents without latent
topics, words and authors of documents are modeled by consider-
ing latent topics to discover the research interests of authors [19].
In AT, each author (from set of A authors) of a document d is asso-
ciated with a multinomial distribution 6, over topics is sampled
from Dirichlet o and each topic is associated with a multinomial
distribution @, sampled from Dirichlet 8 over words of a document
for that topic [please see Eq. (2)]. In AT time factor was not taken
into account so static interests of researchers were discovered

T
P(wla,d,0, @) = P(w|z, ®,)P(z|a, 0,) )
z=1

3.4. Modeling evolution of topics (DTM and TOT)

Blei and Lafferty [5] proposed dynamic topic model (DTM)
which can capture the evolution of topics in a sequentially orga-
nized data. However, they ignored the natural term drift by time
discretization, which can explicitly capture the rise and fall in
the popularity of topics. Later, Wang and McCallum discussed time
discretization limitation of DTM and proposed TOT [22]. In TOT for
each document d, a topic mixture multinomial distribution 04 is
sampled from Dirichlet ¢, and then a latent topic z is chosen and
a word w with a documents stamp y is generated from topic-
specific multinomial distributions &, and beta distribution ¥,,
respectively, over words and time stamp of a document for that to-
pic. In DTM and TOT researchers interests were not considered
with the evolution of topics (see Fig. 2).

3.5. Modeling temporal authors interests with topics (Temporal-
Author-Topic approach)

Firstly the basic ideas presented in AT [18,19] and TOT [22]
models of modeling words and authors and words and time of doc-
uments respectively, became the intuition of modeling words, time
and authors of documents together for discovering dynamic inter-
ests and relationships of researchers. Secondly, Author-Topic mod-
el can be used for finding researchers interests for each year
individually, but due to exchangeability of topics problem one
cannot obtain same topics for each year and the order of topics will

(a) (b)
©
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also be different. This motivated us to introduce a time node in
topic model by proposing TAT approach which can obtain same
topics for each year and the order of topics is also same.

In our approach for modeling temporal interests of authors, we
viewed a document as a composition of words with each word
having the publishing year of document as time stamp along with
its authors. Symbolically, a collection of D documents can be writ-
ten as: D = {(wy,a1,y1),(Wa,a2,¥2),. . .,(Wg,a4,Y4)}, Where wy is word
vector chosen from a vocabulary of size V, a4 is author vector and y,4
is the time stamp of document d.

TAT approach considers that an author is responsible for gener-
ating some latent topics of the documents on the basis of seman-
tics-based intrinsic structures of words with time factor. In the
proposed model, each author (from set of A authors) of a document
d is associated with a multinomial distribution 0, over topics and
each topic is associated with a multinomial distribution &, over
words and multinomial distribution ¥, with a time stamp for each
word of a document for that topic. So, 0,, @, and ¥, have a sym-
metric Dirichlet prior with hyper parameters o, 8 and 7, respec-
tively. The generating probability of the word w with year y for
author of a document d is given as:

T
P(w,y|a,d, @, ¥,0) = ZP w|z, ®,)P(y|z, ¥;)P(z|a, 04) 3)
z=1

The generative process of TAT is as follows:

For each author a=1,...,K of document d

Choose 6, from Dirichlet (o)

For each topicz=1,...,T

Choose @, from Dirichlet (B)

Choose ¥, from Dirichlet (y)

For each word w=1,...,N; of document d

Choose an author a uniformly from all authors a4

Choose a topic z from multinomial (0,) conditioned on a
Choose a word w from multinomial (®,) conditioned on z
Choose a year y associated with word w from multinomial (
conditioned on z

V)

Gibbs sampling is utilized [1,13] for parameter estimation in
our approach, which has two latent variables z and a; the condi-
tional posterior distribution for z and a is given by:

P(zi =j,a; = kjw; = m,y;

n' ] 0/

fr; 8
j+wpn

yn+oc

+Aoc

=1,Z 4,a_;,aq)00

j+Ypn® @

where z; = j and a; = k represent the assignments of the ith word in a
document to a topic j and author k respectively, w; = m represents
the observation that ith word is the mth word in the lexicon, y; =n

(c)
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Fig. 2. TAT is shown with two inspiration models: (a) Author-Topic model (AT) [18], (b) Topics over Time (TOT) and (c) Temporal-Author-Topic Approach (TAT) [22].
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Table 1
Generative summary of TAT and related models.

Model Summarized generative process and problem solved

AT An author of a document is responsible for generating words for
documents on the basis of latent topics. Static Authors Interests
Discovery

TOT A document is responsible for generating words with time stamps
for documents on the basis of latent topics. Evolution (Dynamism) of
Topics

ACT1  An author of a document is responsible for generating words with
conference stamp for documents on the basis of latent topics. Static
Conferences and Authors Discovery

TAT An author of a document is responsible for generating words with
time stamps for documents on the basis of latent topics. Temporal
(Dynamic) Authors Interests Discovery

represents ith year of paper publishing, attached with the nth word
in the lexicon and z_; and a_; represents all topic and author assign-
ments not including the ith word. Furthermore, n(j’f;) is the total
number of words associated with topic j, excluding the current
instance, n{yl ;s the total number of years associated with topic j,
excluding the current instance n®, ;; and is the number of times
author k is assigned to topic j, excluding the current instance, W
is the size of the lexicon, Y is the number of years and A is the num-
ber of authors. “.” Indicates summing over the column where it
occurs and n(fi ; stands for number of all words and years that are
assigned to topic z, respectively, excluding the current instance.

During parameter estimation, the algorithm needs to keep track
of W x T (word by topic), Y x T (year by topic) and T x A (topic by
author) count matrices. From these count matrices, topic-word dis-
tribution @, topic-year distribution ¥ and Author-Topic distribu-
tion 0 can be calculated as:

+
P(W[2) = by = Lﬁ (5)
0w
n(y,’ +y
R 6)
,,J +Yy
_ + o
Plela) = 0 — % 7)
7,.5_ ) 1 A

where @, is the probability of word w in topic z, ¥, is the prob-
ability of year y for topic z and 0., is the probability of topic z for
author a. These values correspond to the predictive distributions
over new words w, new years’ y and new topics z conditioned on
w, y and z.

Now finally by using joint conditional probability, we can
obtain the probability of an author a given topic z and year y as:

Pz yla) - P(a)
P@z,y)
P(z.yla) = P(z|a) - P(y|a)

P(alz,y) = ,  where

and P(y|a) = ZP |2) - P(z|a)

Here, for calculating P(a) we simply used the number of publications
of one author in a year. For more simplicity some works assume it
uniform [3] and Propagation approach can also be used to calculate
it in a more complex way [25]. For better understanding of differ-
ence between proposed approach and related models, Table 1
provides the general description of models and problems handled
by using these models.

4. Experiments
4.1. Corpus

We downloaded five years (2003-2007) research publications
corpus of conferences from DBLP [9]. In total, we extracted

112,317 authors, 90,124 publications for 261 conferences. We then
processed corpus by (a) removing stop-words, punctuations and
numbers (b) down-casing the obtained words of publications,
and (c) removing words and authors that appear less than three
times in the corpus. This led to a vocabulary size of V=10,872, a
total of 572,592 words and 26,078 authors in the corpus. Fig. 3
shows fairly smooth yearly data distribution for number of publi-
cations (D) and authors (A) in conferences.

There is certainly some noise in data of this form especially
author names which were extracted automatically by DBLP from
PDF, postscript or other document formats. For example, for some
very common names there can be multiple authors (e.g. L Ding or ]
Smith). This is a known limitation of working with this type of data
(please see [17] for details). There are algorithmic techniques for
name disambiguation that could be used to automatically solve
these kinds of problems; however, in this work we do not focus
on name disambiguation problems.

4.2. Parameter settings

In our experiments, for 150 topics Z the hyper-parameters o,
and y were set at 50/Z, 0.01, and 0.1. Topics are set at 150 on the
basis of human judgment of meaningful topic plus measured per-
plexity [4], a standard measure for estimating the performance of
probabilistic models with the lower the best, for the estimated
topic models. Teh et al. [21] proposed a solution for automatic
selection of number of topics, which can also be used for topic opti-
mization, but we are not focused on that in this work. All experi-
ments were carried out on a machine running Windows XP 2006
with Intel (R) Core (TM) 2 Duo CPU T5670 (1.80 GHz) and 2 GB
memory.

4.3. Baseline approach

We attempted to qualitatively compare TAT with AT and used
same number of topics for evaluation. Dataset was portioned by
year and for each year all the words and authors were assigned
to their most likely topics using AT model. The number of Gibbs
sampler iterations used for AT is 1000 and parameter values same
as the values used in [18].

4.4. Results and discussion

4.4.1. Topically related authors for different years

We discovered and probabilistically ranked researchers related
to a specific area of research on the basis of latent topics for differ-
ent years. Table 2 illustrates 4 different topics out of 150, discov-
ered from the 1000th iteration of a particular Gibbs sampler run.
The words associated with each topic are quite intuitive and pre-
cise in the sense of conveying a semantic summary of a specific

z 19000 -

© 17000 -

7]

H 15000 -

=

S o 13000 -

=0

2 11000 -

[ -]

« < 9000 -

(<]

5 7000

2

£ 5000

=]

= 3000 -
1000 -

2003 2004 2005 2006 2007

Year

Fig. 3. Histogram illustrating data distribution.
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area of research. The authors associated with each topic for differ-
ent years are quite representative. Here it is necessary to mention
that top 10 authors associated with the topics for different years
are not the experts of their fields, instead are the authors who pro-
duced most words for that topic in a specific year. For example,
Baowen Xu is known for software engineering, by analyzing DBLP
data we have found that he has published papers having high prob-
ability words related to Data Mining (DM) topic during the years
he is related to that topic, while he is not related to DM topic later
because of not producing high probability words for that topic.

For Data Mining topic Jiawei Han, XML Databases (XMLDB)
topic Surajit Chaudhuri, and for Bayesian Learning (BL) topic
Andrew Y. Ng has been leading authors for different years mostly.
While, other authors related to different topics for different years
kept on changing their ranking due to writing less papers on the
topics or other authors writing more on the same topic.

In addition, by doing analysis of researchers’ home pages and
DBLP data, we found that all highly ranked authors for different
years have published papers on their assigned topics for specific
topics; “no matter where they are publishing and they are old or
new researchers”. For example, Jianhua Feng (new researcher) for
XMLDB topic started writing on this topic after 2004 and then
has published many papers in the following years especially in
2006 (ranked first) and 2007 (ranked second). He published most
papers in WAIM (country level conference), DASFAA (continent
level conference) and some in WWW (world level conference)
and here we considered world level conference among the best
(world class conference) in that research area. While, other top
ranked authors for this topic Surajit Chaudhuri (old researcher)
in 2006 (ranked second) and 2007 (ranked first) published many
papers in SIGMOD (world level conference), ICDE (world level con-
ferences) and VLDB (world level conference) and produced many
words for XMLDB topic. He is continuously publishing over the
years for this topic. Here, Jianhua Feng and Surajit Chaudhuri pro-
duced most words for this topic and ranked higher without the dis-
crimination of where they published and from when they are
publishing. This matches well with the statement stated above
and provides qualitative supporting evidence for the effectiveness
of the proposed approach.

A direct comparison with the previous approaches is not fair in
terms of perplexity [4], as previous topic modeling approaches
were unable to discover dynamic researchers’ interests with con-
sidering time factor. To measure the performance in terms of pre-
cision and recall [2] is also out of question due to unavailability of
standard dataset and use of human judgments cannot provide
appropriate (unbiased) answers for evaluating dynamic research-
ers’ interests finding methods. So, we compared TAT approach with
AT [18], TAT approach can have same meaning for particular topic
overtime, but by ignoring time factor AT model changed the mean-
ing of particular topic overtime (inability to discover similar topics
for different years or exchangeability of topics problem). It con-
cludes that approaches which did not consider time factor are
unable to discover approximately similar topics for different years.
We can say that the time-based solution provided by us is well
justified and produced quite promising and functional results.

4.4.2. Exchangeability of topics effect on different years authors

AT model does not consider time information simultaneously
with the text and authors information, which results in exchange-
ability of topics problem. It means that there is no fixed order of
topics for different runs of the algorithm. For example, a topic z;
in the first run of the algorithm is not theoretically considered to
be similar to topic z; in the other runs of the algorithm [7].

Consequently, when we ran AT for finding research interests for
five years individually that resulted into three main problems.
Firstly, the topics numbers were not similar for different years.

Secondly, the probabilistically related words were also not exactly
leading to same area of interest. Thirdly, the authors related to a
topic for different years are very diverse and not accurate. The
problems result in having topically related biased researchers for
different topics.

We show “Data Mining” and “Support Vector Machines” topics
and their related authors for AT model. Here, data mining is a gen-
eral topic while support vector machine is a bit specific topic. We
see in Table 3 that the words for data mining topic and the authors
found for different years are not very much different. While support
vector machine topic words for different years obtained by AT
explains problem of not having similar topic number and probabi-
listic words for each because of modeling for each year’s indepen-
dently. For example, topic for year 2003 has words programming,
abstract, gap, demonstration and other words which are not in
other year topics, consequently the authors producing these words
are not similar as words in other topics, which will result in incor-
rect authors for support vector machines topic, same will happen
for other specific topics also. We see that Thorsten Joachims who
proposed support vector machine is just found for the year 2003,
while in Table 2 our proposed method found his interests in this
topic every year, which matches with real world data as by analyz-
ing his home page we have found that he is continuously publishing
related to this topic. Table 2 also shows that our proposed method
found that Bing Li, Ravishankar K. Iyer, Bin Wang and Mahmood S.
Karnal have continues interest in support vector machine topic
which is supported by papers published by them on this specific
topic for different years, while AT model was unable to find these
authors related to this topic.

We carefully analyzed the results for support vector machines
topic words and found that the words except top three or four
are different for each year for AT, especially the words for year
2007 are not even having top three or four words similar to previ-
ous year’s topic words. Infect the topic for year 2007 even do not
have “machines” word and does not even look like support vector
machines topic. Same as different words the authors found by AT
for different years are also different as there is no author who
has the same interest for these years for support vector machines
topic, which does not match with the real world data. It is simply
not possible that for one topic each year authors writing on that
topic with high frequency are different. Conclusively, one can say
that when some topic is general like “Data Mining” the approach
like AT which model each year independently can work fine, but
it is unable to perform well for specific topics like support vector
machines, consequently we need a method which can model years
at once to find more precise topics and interests of authors over the
years.

4.4.3. Temporal social network of researcher

TAT approach can also be used for dynamic correlation discov-
ery between authors for different years, as compared to only dis-
covering static authors’ correlations [18]. To illustrate how it can
be used in this respect, distance between authors i and j is calcu-
lated by using Eq. (9) for Author-Topic distribution for different
years

T ) ;
SKL(i.j) =) {oizlog% + ojzlog% 9)
iz iz

z=1

We calculated the dissimilarity between authors; smaller dissimi-
larity value means higher correlation between the authors. Table
4 shows topically related authors with Jiawei Han for different
years. Here, it is obligatory to mention that top 10 authors related
to Jiawei Han are not the authors who have co-authored with him
mostly, but rather are the authors that tend to produce most words
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Table 4

Top 10 associated authors with Jiawei Han for different years.

Jiawei Han
2003

2007

2006

2005

2004

0.3183
0.3598
0.3824
0.4561
0.4654
0.5005
0.5137
0.5354
0.5480
0.5531

Jian Pei

0.3435
0.4015
0.4305
0.4329
0.4549
0.4661
0.4993
0.5119
0.5184
0.5281

Jian Pei

0.3575
0.4648
0.4725
0.5465
0.5632
0.5753
0.5866
0.6060
0.6148
0.6215

Jian Pei

0.3279
0.3916
0.4057
0.4273
0.4422
0.4608
0.4616
0.4666
0.4697
0.4730

Jian Pei

0.3180
0.3271
0.3781
0.4168
0.4567
0.4786
0.4807
0.4844
0.4956
0.5170

Jian Pei

Won Suk Lee

Srinivasan Parthasarathy

Olfa Nasraoui
Hui Xiong

Francesco Bonchi

Srinivasan Parthasarathy
Francesco Bonchi

Olfa Nasraoui

Jeffrey Xu Yu

Olfa Nasraoui
Hui Xiong

Srinivasan Parthasarathy

Olfa Nasraoui

Francesco Bonchi

Srinivasan Parthasarathy

Hui Xiong

Martin Ester
Gang Chen

Francesco Bonchi

Martin Ester
Gang Chen

Haixun Wang
Gang Chen

Anthony K.H. Tung
Gao Cong

Haixun Wang
Won Suk Lee

Agma]. M

Philip S. Yu
Hui Xiong

Joshua Zhexue Huang

Martin Ester

Zhoujun Li

Agma ].M. Traina

Mete Celik

Kuniaki Uehara
Olfa Nasraoui

Haixun Wang
Takeaki Uno

S. Muthukrishnan
Jeffrey Xu Yu

Show-Jane Yen
Wynne Hsu

Efim B. Kinber

Takeaki Uno
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for the same topics with him. Again the results are quite promising
and realistic as most of the authors related to Jiawei Han for differ-
ent years are also related to DM topic.

In addition to show the effectiveness of proposed approach for
temporal relationship discovery, we calculated Symmetric KL
divergence between pairs Jiawei Han and Jian Pei (Same topic
and also co-authors), Jiawei Han and Francesco Bonchi (same
topic, not co-authors and Bonchi ranked usually higher than
Alhajj for DM topic), Jiawei Han and Reda Alhajj (same topic, not
co-author and Alhajj ranked usually lower than Bonchi for DM
topic), Jiawei Han and Andrew Y. Ng (different topic and not
co-authors as Ng belongs to BL topic). From Table 5 we can see that
Jiawei Han and Jian Pei have smallest distance for each year be-
cause they have written and co-authored on the same topic contin-
uously. Jiawei Han and Francesco Bonchi have more distance with
Jiawei Han than Jian Pei as he has written on the same topic but not
co-authored with Jiawei Han. This shows that proposed approach
can successfully use co-authorship information and matches well
with the results presented in Table 4 for discussed authors.

Reda Alajj has more distance with Jiawei Han than Jian Pei and
Francesco Bonchi, which matches well with his lower ranking in
DM topic. Andrew Y. Ng has more distance than all authors shown
in Table 2 related to DM because his main interest area is BL. This
matches well with the results presented in Table 2.

Comparatively, AT [18] and TOT [22] are unable to discover
temporal social network of researchers, as AT has not considered
time information for all years simultaneously making it face
exchangeability of topics problem, while TOT did not used
researchers information.

4.4.4. Dynamic research interests

Now by using TAT we will show topic-wise and author-wise dy-
namic research interests. In Fig. 4, for DM topic Jian Pei has a stable
publishing interest shows his consistency to retain his position,
while Franscesco Bonchi and George Karypis either started writing
less related to this topic or some other authors have influenced
their interests by writing more on the same topic.

In BL topic the interest of Michael I. Jordan is temporally
decreased a bit, by analyzing DBLP data we found that his number
of publications decreased from 27, 21, 10, 11, 4 in order of years
2003-2007. It became the reason of producing fewer words for
BL topic (his major interest topic). Ling Li almost have a stable
interest for this topic, while Tao Li has a parabolic interest for
the topic as by analyzing DBLP data we found he is focused on
many research areas at the same time, so unable to retain his
position over the years for this topic.

In Fig. 5, Reda Alhajj is a good representative of the scenario,
that one researcher’s interests can be focused on more than one
topic with high publishing rate. He has published on DM, XMLDB
and BL topics simultaneously with a little bit more focus on DM
topic.

While on the other hand, Thorsten Joachim’s has totally differ-
ent kind of interest patterns as he is pioneer of support vector
machines (SVM) and still strongly publishing related to that topic
(shows clearly the importance of temporal authors interests
discovery problem and effectiveness of proposed approach by
matching well with the real world situation). For second and third
related interests’ topics clustering and semantic information
retrieval he has published very little, by analyzing his publications
in DBLP data we found that he used SVM as a tool to perform clus-
tering and information retrieval tasks. Comparatively, AT [18] and
TOT [22] are unable to discover topic wise dynamic researchers’
interests, as AT has not considered time information for all years
together making it face exchangeability of topics problem, while
TOT did not used authors information.
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Table 5
Symmetric KL divergence for pairs of authors.
Jiawei Han 2003 Co-auth. 2004 Co-auth. 2005 Co-auth. 2006 Co-auth. 2007 Co-auth.
Jian Pei 0.1125 1 0.0914 6 0.1203 2 0.1015 3 0.1205 1
Francesco Bonchi 0.1664 0 0.1614 0 0.1930 0 0.1583 0 0.2573 0
Reda Alhajj 0.2292 0 0.2074 0 0.2533 0 0.2954 0 0.3025 0
Andrew Y. Ng 0.2543 0 0.2493 0 0.3352 0 0.3745 0 0.3591 0
0.09 1 ——#— Franscesco Bonchi 0.18 ——8— Micheal 1. Jorden
0.08 4 ——o— Jian Pei 0.16 —eo— Ling Li
] i &
. 0.07 George Karypis = 0.14 Tao Li
= 006 \/ g 012
= -
= =]
£ 005 - & o1
& 0.04 0.08
0.03 4 0.06
0.02 4 0.04
0.01 4 0.02
0 0
2003 2004 2005 2006 2007 2003 2004 2005 2006 2007
Year Year
Fig. 4. Topic-wise research interests for data mining (left) and Bayesian learning (right).
——a— Support Vector Machines
~ ——#—— Data Mining
0.07 0257 ——e— Clustering
——o—— XML Databases
0.06 Semantic Information Retrieval
Bayesian Learning 0.2 1
0.05 A
i<y
E 004 £ 0151
2 Z
e =3
= =
&~ 0.03 1 5
-9 0.1 A
]
0.02 /
0.05 A
0.01 - —'/\'_/_‘
0 0
2003 2004 2005 2006 2007 2003 2004 2005 2006 2007
Year Year

Fig. 5. Author-wise interests of Reda Alhajj (left) and Thorsten Joachims (right).

5. Conclusions and future work

This work is conducted to deal with the problem of discovering
dynamics researchers’ interests through modeling documents,
authors and time simultaneously to handle exchangeability of top-
ics problem. Initially discussed motivation for dynamic researchers
interests modeling is well justified, as it is significant to use text,
authors and time information of documents, simultaneously. Intro-
duced TAT approach can discover and probabilistically rank
researchers related to specific knowledge domains for different
time periods. Dynamic semantics-based social network shown for
researchers’ on the basis of latent semantics is quite realistic. Dy-
namic researchers’ interests shown matches well with the real
data. TAT can handle the problem of AT model of change in the
meaning of topic overtime successfully. Empirical results and dis-
cussions prove the effectiveness of proposed approach. From gen-
eric point of view, our approach can also be applied to blogs
dataset for bloggers interests’ discovery, news dataset for discover-
ing news reporters’ interests and active news issues and decisively
any dataset which has time series text information with the
authors. In future, time discretization by year problem of TAT be-
cause of using discrete probability distribution will be tried to han-
dle by using continuous probability distribution; such as

continuous time dynamic topic models used continuous stochastic
processes for capturing topics dynamics [24].
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