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This paper addresses the problem of semantics-based temporal expert finding, which means identifying a
person with given expertise for different time periods. For example, many real world applications like
reviewer matching for papers and finding hot topics in newswire articles need to consider time dynamics.
Intuitively there will be different reviewers and reporters for different topics during different time peri-
ods. Traditional approaches used graph-based link structure by using keywords based matching and
ignored semantic information, while topic modeling considered semantics-based information without
conferences influence (richer text semantics and relationships between authors) and time information
simultaneously. Consequently they result in not finding appropriate experts for different time periods.
We propose a novel Temporal-Expert-Topic (TET) approach based on Semantics and Temporal Informa-
tion based Expert Search (STMS) for temporal expert finding, which simultaneously models conferences
influence and time information. Consequently, topics (semantically related probabilistic clusters of
words) occurrence and correlations change over time, while the meaning of a particular topic almost
remains unchanged. By using Bayes Theorem we can obtain topically related experts for different time
periods and show how experts’ interests and relationships change over time. Experimental results on sci-
entific literature dataset show that the proposed generalized time topic modeling approach significantly
outperformed the non-generalized time topic modeling approaches, due to simultaneously capturing
conferences influence with time information.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

The World Wide Web is the biggest source of diverse type of
information which keeps on changing with respect to time. Partic-
ularly, various specialized digital libraries stores enormous
amounts of time series data. Automatic discovery of useful infor-
mation while capturing its dynamisms from these libraries is an
interesting and challenging issue discussed recently. With the
advancement of information retrieval technologies from tradi-
tional document-level to object-level [34], expert finding problem
has gained a lot of attention in the web-based research communi-
ties. The motivation is to find a person with topic relevant exper-
tise to automatically fulfill different recommendation tasks by
creating knowledge bases of researchers that would support the
finding of appropriate collaborators for the project, choosing
experts for consultation about research topics, matching reviewers
with research papers, to finalizing program committee members
and inviting keynote speakers for the conferences.
ll rights reserved.
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Temporal expert finding throug
In the past, major frameworks used for expert finding can be
divided into two main categories (1) graph connectivity based ap-
proaches [7,25,27] which make use of graph links on the basis of
paper citations or co-authorships by using keywords based match-
ing and (2) semantics-based topic modeling approaches which
make use of latent topic layer to semantically capture relation-
ships. Firstly, above mentioned frameworks based on network con-
nectivity ignore the semantics-based information present in the
documents. Unfortunately, topic modeling captures the seman-
tics-based information present in the documents but ignored the
conferences influence. Secondly, most of the existing topic model-
ing approaches for expert finding ignored simultaneous modeling
of time information results in the exchangeability of topics prob-
lem, which means the inability of the topic model not to obtain
similar topics for different years.

These days most of the datasets such as research papers, blogs
and news do not have static co-occurrence patterns; they are
instead highly dynamic. The data are collected over time and data
patterns keep on changing, by showing rising or falling trends with
respect to time, therefore it is not a realistic assumption to ignore
time factor. Illustratively in the temporal expert finding problem
(1) expert A could change his research interest, e.g. expert A mainly
h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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focused on natural language processing until 2004 and published a
lot of papers about this topic; afterwards he switched his concen-
tration to academic social networks analysis and did not published
many papers. He can still be found as an expert in natural language
processing topic in 2010 if the time factor were ignored, but he
might not be an appropriate choice any longer and (2) new authors
could be writing on similar topics with expert A and can push back
his ranking for a specific time. Intuitively, ranked experts related to
a specific topic and their relationships for each given year cannot
be the same.

Here it is necessary to mention that exploitation of authors’
interests [23] (who is writing on what topic without any discrim-
ination between renowned and not-renowned publication events)
and expert finding [1] (who is most skilled on what topic with the
discrimination between renowned and not-renowned publication
events) are notably two different knowledge discovery problems.

In this paper, we investigate the problem of temporal expert
finding by simultaneously modeling conferences influence and
time information. We proposed the generalized time topic model-
ing approach TET based on STMS approach [1], which can provide
ranking of experts in different groups in an unsupervised way. It is
generalized from a previous topic model ACT1 [15] from a single
document ‘‘sub-group” (no conferences influence) to all publications
of the conference ‘‘Group” (conferences influence). The intuition be-
hind considering conferences as a group is explained with the help
of an example in Fig. 1. A document denoted as a subgroup here,
usually has a few semantically related words (as the total number
of words in title is only ‘‘8”) and authors (as the total number of
authors is only ‘‘2”) to a topic shown in Fig. 1, while a conference
denoted as a ‘‘Group” here, usually there are many related papers
to a topic; as a result a group usually has many semantically re-
lated words (as the total number of words is as high as ‘‘439”)
and authors (as the total number of authors is as high as ‘‘95”) to
a topic as shown in Fig. 1. Subgroup is a subset of a group as high-
lighted in Fig. 1; consequently semantic-based information and
relationships are richer in a group as compared to a subgroup,
which is referred to as ‘‘conferences influence” in our work and
Fig. 1. An illustration of conferences influence (richer text semantics
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main contribution of this work. Our thinking is supported by the
facts that (1) in highly ranked events usually papers of experts or
potential experts of different fields are accepted, therefore event
based relationships are highly influential which reminds us of a fa-
mous saying ‘‘A man is known by the company he keeps” and (2)
accepted papers in highly ranked events are very carefully judged
for relevance to the events areas of interests on call for papers
page, therefore papers have more semantically related words and
authors, which can result in higher ranking of their authors be-
cause of conferences influence.

We empirically show that our proposed generalized time topic
modeling approach (conference level (CL)) can clearly attain better
results as compared to non-generalized time topic modeling ap-
proaches (document level (DL)) due to joint conferences influence
and time information on the model performance. The solution pro-
duces promising and practical results.

Contributions from this work include: formalization of the tem-
poral expert finding problem from CL with time information taken
into account collectively, proposal of a generalized time topic mod-
eling approach for the problem discussed, a method for unsuper-
vised modeling for expert search requires only information about
research papers and not other information such as impact factors
of events where author has published, how many students they
supervised or how many projects they have, and experimental ver-
ification of the effectiveness of the proposed approach using real
world data. To the best of our knowledge, we are the first to deal
with the temporal expert finding problem by proposing a general-
ized time topic modeling approach, which can capture word-to-word,
word-to-author, author-to-author, word-to-event, author-to-event
and event-to-event correlations by taking time factor into account,
which is quite simple and effective.

The rest of the paper is organized as follows. In Section 2, we
formalize the temporal expert finding problem. Section 3 provides
related approaches and illustrates our proposed approach for tem-
poral expert modeling with its details of parameters estimation
and the derived model based on Bayes’ Theorem. In Section 4,
corpus, experimental settings, performance measures, baseline
and relationships) with accepted papers by ECML/PKDD-2007.

h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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approaches with empirical studies and discussions about the re-
sults are given with practical applications of TET approach at the
end of this section. Section 5 discusses related work and Section
6 brings this paper to a conclusion.

In the rest of the paper, we use the term event and conference
interchangeably, conferences influence means ‘‘richer text seman-
tics and relationships between authors” present between confer-
ences. Additionally ‘‘super-document” or ‘‘group” means all the
documents of one conference. In this work, non-generalized means
document level (DL) and generalized means conference level (CL)
approaches.
Tao

Mooney

VLDB

KDD

2003 20052004

Years

Fig. 2. Temporal expert finding.
2. Temporal expert finding in the research community

Temporal expert finding addresses the task of discovering the
people related to a specific knowledge domain for different time
periods (e.g. years in this work). Expert finding became one of
the biggest challenges in enterprises [12] and due to the dynamic
spirits of writing and entry of new researchers in the research
fields. We put emphasis on temporal expert finding rather than
general expert finding so as to support questions like ‘‘Who are
the experts on topic Z for year Y? Instead of just who are the ex-
perts on topic Z?” A submitted query is denoted by q and an expert
is denoted by m. In general semantics-based temporal expert find-
ing process, the main task is to probabilistically rank discovered
experts for a given query for different years, where a query usually
comprises of several words or token and a token is referred to as a
collection of words as one term such as Data Mining.

We investigate the temporal expert finding problem by using a
generalized time topic modeling approach. For example, each
event accepts many papers every year written by different authors.
To our interest, each publication contains some title words and
names which usually cover most of the highly related sub-research
areas of the conferences and authors, respectively. Events with
their accepted papers on the basis of latent topics can help us to
discover experts for different years. We think that latent topics
based correlations between the authors publishing papers in spe-
cific events by considering time effects is an appropriate way for
temporal expert discovery.

We denote an event c as a vector of Nc words based on the pa-
pers accepted by the event for a specific year y, an author r on the
basis of his accepted paper(s), and formulize temporal expert find-
ing problem as: Given an event c with Nc words having a stamp of
year y, and ac authors of an event c, discover most skilled persons
of a specific domain for different years. Fig. 2 provides pictorial
representation of the formulization of the temporal expert finding
problem.
3. Temporal expert topic modeling

In this section, before describing our TET approach we briefly
introduce the topic modeling idea followed by the basic topic mod-
eling approach Latent Dirichlet Allocation (LDA) [9] and related ap-
proaches which are non-generalized Temporal-Author-Topic
(TAT), non-generalized Author-Conference-Topic (ACT1) [15] and
finally our generalized Temporal-Expert-Topic (TET) approach.

3.1. Topic modeling

Fundamental topic modeling assumes that there is a hidden to-
pic layer Z = {z1, z2, z3, . . . , zt} between the word tokens and the
documents, where zi denotes a latent topic and each document d
is a vector of Nd words wd. A collection of D documents is defined
by D = {w1, w2, w3, . . . , wd} and each word wid is chosen from a
vocabulary of size V. For each document, a topic mixture distribu-
Please cite this article in press as: A. Daud et al., Temporal expert finding throug
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tion is sampled and a latent topic Z is chosen with the probability
of topic given document for each word with a word having gener-
ated probability of word given topic [9].

3.2. Latent Dirichlet Allocation (LDA)

LDA [9] is the state-of-the-art topic model used for modeling
documents by using a latent topic layer between them. It is a
Bayesian network that generates a document using a mixture of
topics. For each document d, a topic mixture multinomial distribu-
tion hd is sampled from Dirichlet a, and then a latent topic z is cho-
sen and a word w is generated from topic-specific multinomial
distribution Uz over words of a document for that topic. The fol-
lowing approaches are extensions of LDA

Pðwjd; h; ;Þ ¼
XT

z¼1

Pðwjz; ;zÞPðzjd; hdÞ ð1Þ
3.3. Non-generalized time topic modeling without conferences
information

Previously, language model (LM) [8,32] and Probabilistic Latent
Semantic Analysis (PLSA) [16,28] were proposed for expert discov-
ery. These approaches ignored simultaneous modeling of time
information and are only usually used for general purpose expert
finding. In order to show the effectiveness of our approach a re-
cently proposed non-generalized time topic modeling approach
named as the Temporal-Author-Topic (TAT) [2] for finding dy-
namic authors interests is considered as one of the baselines. TAT
simultaneously modeled time information of documents without
considering conferences information. But one can say that confer-
ence information is very important when finding experts of specific
area of research rather than just dynamic authors interests finding.

TAT [2] is a variation of ACT models [15], in which, each author
from a set of K authors of a document is considered responsible for
generating some topics of a document and in turn these topics gen-
erate the words and timestamps for that document. Formally, each
author from a set of K authors of a document d is associated with a
multinomial distribution hr over topics and each topic is associated
with a multinomial distribution Uz over words and multinomial
distribution Wz with a year stamp for each word of the document
for that topic. So, hr, Uz and Wz have a symmetric Dirichlet prior
with hyper parameters a, b and c, respectively. The generating
h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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probability of the word w with year y for author r of document d is
given as:

Pðw; yjr;d; ;;W; hÞ ¼
XT

z¼1

Pðwjz; ;zÞPðyjz;WzÞPðzjr; hrÞ ð2Þ

After we determined count matrices W � Z (word by topic),
Y � Z (year by topic) and Z � R (topic by author) by using TAT,
Eq. (9) is used for finding topically related experts for different
years.

3.4. Non-generalized topic modeling with conferences information as
token

Non-generalized time topic modeling approach TAT [2] used
time information of documents without conferences information
and also ignored conferences influence. A unified approach named
Author-Conference-Topic (ACT1) was proposed by saying that
authors and conferences are dependent on each other and should
be modeled together [15]. ACT1 modeled conferences information
of documents without considering conferences influence and
simultaneous modeling of time information. But one can say that
simultaneous modeling of time information is very important to
acquire topics with almost similar topics over the years.

In ACT1 [15], each author from a set of K authors of a document
is considered responsible for generating some latent topics of a
document and in turn these topics generate the words and confer-
ences stamps for that document. Formally, each author from a set
of K authors of a document d is associated with a multinomial dis-
tribution hr over topics and each topic is associated with a multino-
mial distribution Uz over words and multinomial distribution Wz

with a conference stamp for each word of the document for that to-
pic. So, hr, Uz and Wz have a symmetric Dirichlet prior with hyper
parameters a, b and c, respectively. The generating probability of
the word w with conference c for author r of document d is given
as:

Pðw; cjr; d; ;;W; hÞ ¼
XT

z¼1

Pðwjz; ;zÞPðcjz;WzÞPðzjr; hrÞ ð3Þ
3.5. Generalized time topic modeling with conferences influence

Non-generalized topic modeling approach ACT1 [15] uses con-
ferences information just as a token, which results in not capturing
the conferences influence and time information is also not mod-
eled simultaneously in it. Consequently, we propose generalized
time topic modeling approach named Temporal-Expert-Topic
(TET), which can utilize both conferences influence and time infor-
mation, simultaneously. Proposed approach consists of two steps.
In the first step, we use Semantics and Temporal Information based
Maven Search (STMS) approach [1] for calculating the W � Z (word
by topic), Y � Z (year by topic) and Z � R (topic by author) count
matrices. In the second step, we derive a Bayes Theorem to deter-
mine topically related experts for different years.

STMS considers research papers as sub-entities of the events to
model the influence of renowned and not-renowned events on the
basis of authors’ participation in similar events. Additionally, it
considers time information to normalize the effect of words for dif-
ferent years and to get topic-year distribution. In this, an event is a
composition of all documents words and the authors of its ac-
cepted publications with year as a stamp. Symbolically, for an
event c (a super-document) one can write it as: C = [{(d1, ad1) +
(d2, ad2) + (d3, ad3) + � � � + (di,adi)} + yc] where di is a word vector of
a document published in an event, adi is the author vector of di

and yc is the paper publishing year.
Please cite this article in press as: A. Daud et al., Temporal expert finding throug
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Non-generalized time topic modeling without conferences
information, considers that an author is responsible for generating
latent topics of the documents on the basis of semantics-based text
information and authors correlations with time information. Non-
generalized topic modeling with conferences information as token,
considers that an author is responsible for generating latent topics
of the documents on the basis of semantics-based text information
and authors correlations. While, generalized time topic modeling
with conferences influence, considers that an author is responsible
for generating latent topics of the conferences on the basis of
semantics-based text information and authors’ correlations with
consideration of time information (please see Fig. 3).

In TET, each author from a set of K authors of a conference is
considered responsible for generating some latent topics of a con-
ference and in turn these topics generate the words and time
stamps for that conference. Formally, each author from a set of K
authors of an event c is associated with a multinomial distribution
hr over topics and each topic is associated with a multinomial dis-
tribution Uz over words and multinomial distribution Wz with a
year stamp for each word of an event for that topic. So, hr, Uz

and Wz have a symmetric Dirichlet prior with hyper parameters
a, b and c, respectively. The generating probability of the word w
with year y for author r of event c is given as:

Pðw; yjr; c; ;;W; hÞ ¼
XT

z¼1

Pðwjz; ;zÞPðyjz;WzÞPðzjr; hrÞ ð4Þ

The generative process is as follows:

1. For each author r = 1, . . . , K of event c.
Choose hr from Dirichlet (a).

2. For each topic z = 1, . . . , T.Choose Uz from Dirichlet (b).
Choose Wz from Dirichlet (c).

3. For each word w = 1, . . . , Nc of event c.Choose an author r uni-
formly from all authors ac.
Choose a topic z from multinomial (hr) conditioned on r.
Choose a word w from multinomial (Uz) conditioned on z.
Choose a year y associated with word w from multinomial (Wz)
conditioned on z.

Gibbs sampling is used [6,29] for parameter estimation, which
has two latent variables z and r; the conditional posterior distribu-
tion for z and r is given by:

Pðzi ¼ j; ri ¼ kjwi ¼ m; yi

¼ n; z�i; r�i;acÞ1
nðwiÞ
�i;j þ b

nð�Þ�i;j þWb

nðyiÞ
�i;j þ c

nð�Þ�i;j þ Yc

nðriÞ
�i;j þ a

nðriÞ
�i þ Ra

ð5Þ

where zi = j and ri = k represent the assignments of the ith word in
an event to a topic j and author k respectively, wi = m represents
the observation that the ith word is the mth word in the lexicon,
yi = n represents ith year of paper publishing attached with the
nth word in the lexicon and z�i and r�i represents all topic and
author assignments not including the ith word. Furthermore, nðwiÞ

�i;j

is the total number of words associated with topic j, excluding the
current instance, nðyiÞ

�i;j is the total number of years associated with
topic j, excluding the current instance and nðriÞ

�i;j is the number of
times author k is assigned to topic j, excluding the current instance,
W is the size of the lexicon, Y is the number of years and R is the
number of authors. ‘‘�” Indicates summing over the column where
it occurs and nð�Þ�i;j stands for number of all words and years that
are assigned to topic z respectively, excluding the current instance.

During parameter estimation, the algorithm needs to keep track
of W � Z (word by topic), Y � Z (year by topic) and Z � R (topic by
author) count matrices. From these count matrices, topic-word
h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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Fig. 4. Histogram illustrating data distribution.
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Fig. 3. Temporal expert topic modeling (a) TAT (non-generalized with time information and without conferences information), (b) ACT1 (non-generalized without time factor
and with conferences information as token) and (c) TET (generalized with time factor and conferences influence) approaches.
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distribution U, topic-year distribution W and author-topic distri-
bution h can be calculated as:

;zw ¼
nðwiÞ
�i;j þ b

nð�Þ�i;j þWb
ð6Þ

Wzy ¼
nðyiÞ
�i;j þ c

nð�Þ�i;j þ Yc
ð7Þ

hrz ¼
nðriÞ
�i;j þ a

nðriÞ
�i;� þ Ra

ð8Þ

where ;zw is the probability of word w in topic z, Wzy is the proba-
bility of year y for topic z and hrz is the probability of topic z for
author r. These values correspond to the predictive distributions
over new words w, new years’ y and new topics z conditioned on
w, y and z.

By deriving Bayes’ Theorem, we can obtain the probability of an
expert m given topic z and year y as:

Pðmjz; yÞ ¼ Pðz; yjrÞ � PðrÞ
Pðz; yÞ ; where

Pðz; yjrÞ ¼ PðzjrÞ � PðyjrÞ and PðyjrÞ ¼
X

z

PðyjzÞ � PðzjrÞ
ð9Þ

Here, for calculating P(r) we simply used the number of publica-
tions of an author in a year. For more simplicity some works as-
sume it uniform [19] and the propagation approach can be used
to calculate it in a more complex way [17]. The effect similar to
propagation effect is implicitly included in the proposed approach
because of using Gibbs sampler, as more the papers the author has
published more the probability he has of being ranked higher on
the basis of attending event more times.
Please cite this article in press as: A. Daud et al., Temporal expert finding throug
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4. Experiments

4.1. Corpus

We downloaded five years paper corpus of conferences from
DBLP database [11], by only considering conferences for which
data was available for the years 2003–2007. In total, we extracted
112,317 authors, 90,124 papers, and combined them into a super
document for 261 conferences per year. We then processed the
corpus by (a) removing stop-words, punctuations and numbers,
(b) converting to lower case the obtained words of papers, and
(c) removing words and authors that appear less than three times
in the corpus. This led to a vocabulary size of V = 10,872, a total of
572,592 words and 26,078 authors in the corpus. Fig. 4 shows the
yearly data distribution for number of papers (D) and authors (R) in
the conferences.
h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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4.2. Parameter settings

In our experiments, for 100 topics Z the hyper parameters a, b
and c were set at 50/Z, 0.01, and 0.1. Topics are set at 100 by using
perplexity [9] which is a standard measure for estimating the per-
formance of probabilistic models with the lower being better, for
the estimated topic models with human judgments of meaningful
results.

4.3. Performance measures

Perplexity is usually used to measure the performance of latent
topic based approaches which shows the generalization power of
approach on the unseen data; however it cannot be a statistically
significant measure when they are used for information retrieval
[please see [21] for details]. We simply used entropy (square root
of perplexity) and comprehensive analysis on the basis of real DBLP
statistics for each author to evaluate the approach performance.

We used average entropy to measure the quality of discovered
topics, which reveals the purity of topics, less intra-topic entropy is
usually better (please see Eq. (10))

Entrophy of ðTopicÞ ¼ �
X

z

PðzÞlog2½PðzÞ� ð10Þ

To measure the performance in terms of precision and recall
[21] is out of question due to unavailability of standard dataset
and use of human judgments cannot provide unbiased answers
for the performance evaluation. Consequently, we provide compre-
Table 1
An illustration of three discovered topics from 100 topics. Each topic is shown with the top
topic for each year (second to sixth column). Titles are our interpretation of the topics.

Words Prob. Year 2003 Year 2004

Experts Prob. Experts Prob.

Data Mining (DM) TET
Topic 11
Mining 0.163 2628 0.2 2628 0.2
Data 0.100 5135 0.089 5135 0.149
Clustering 0.043 5119 0.041 5119 0.044
Frequent 0.028 4477 0.040 4477 0.035
Patterns 0.027 2630 0.036 2630 0.025
Pattern 0.022 118 0.028 5014 0.024
Streams 0.019 4786 0.013 10307 0.020
Discovery 0.015 1659 0.013 118 0.020
Preserving 0.015 5014 0.010 18258 0.016
Ranking 0.012 5017 0.009 5017 0.016

Bayesian Learning (XMLDB) TET
Topic 81
Learning 0.166 1844 0.2 1844 0.2
Bayesian 0.045 9636 0.192 9636 0.144
Markov 0.022 1781 0.087 11094 0.080
Kernel 0.022 1637 0.074 8081 0.076
Regression 0.018 11025 0.072 10827 0.076
Reinforcement 0.018 3321 0.068 783 0.069
Supervised 0.016 3289 0.059 1636 0.063
Conditional 0.014 2247 0.053 2247 0.053
Inference 0.014 783 0.049 1781 0.052
Random 0.013 9637 0.047 10279 0.050

XML Databases (XMLDB) TET
Topic 74
Data 0.109 350 0.2 5258 0.2
Xml 0.064 5258 0.164 9382 0.143
Query 0.048 4808 0.113 4808 0.122
Databases 0.038 5291 0.085 350 0.121
Database 0.036 9382 0.075 5291 0.092
Queries 0.03 9963 0.060 4457 0.060
Processing 0.026 4455 0.054 4870 0.051
Relational 0.021 2621 0.052 4775 0.050
Indexing 0.016 4775 0.050 5320 0.046
Integration 0.015 2005 0.046 4490 0.042
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hensive (DBLP data Statistics) based comparison in Table 2. In it,
we show how our proposed approach produced more precise re-
sults because of (1) top 10 experts in list published more in the
World Level (World Class) conferences, (2) from top three confer-
ences for each expert most of the time at least one of them is world
level and (3) number of papers published by top 10 experts list for
the topic are also greater.
4.4. Baseline approaches

We compared our proposed TET approach with two baseline
approaches TAT [2] and ACT1 [15] and used the same number of
topics for comparability. The numbers of Gibbs sampler iterations
used for TAT and ACT1 are 1000 and parameter values are the
same as the values used in [2,15], respectively. For TAT approach
the process of finding the top 10 topically related experts for differ-
ent years is same with TET. As ACT1 approach does not take time
factor into account, so we divide dataset into five subsets by year,
and run the model for each year to get experts for the different
years.
4.5. Results and discussions

4.5.1. Experts for different years
We extracted and probabilistically ranked experts for different

years related to a specific area of research on the basis of latent
topics by using TET. The results are illustrated in Table 1. The
10 words (first column) and experts that have highest probability conditioned on that

Year 2005 Year 2006 Year 2007

Experts Prob. Experts Prob. Experts Prob.

2628 0.2 5135 0.2 2628 0.2
5135 0.119 2628 0.148 5135 0.087
5119 0.052 5119 0.043 4477 0.048
2630 0.050 4477 0.036 118 0.027
4477 0.041 2630 0.030 5119 0.016

118 0.024 10414 0.024 5014 0.014
10414 0.017 118 0.019 2630 0.013

5014 0.016 10307 0.013 5017 0.009
5017 0.014 5014 0.013 1659 0.008
4786 0.013 5002 0.012 10307 0.008

9636 0.2 1844 0.2 1844 0.2
1781 0.072 9636 0.192 9636 0.192

11094 0.071 3321 0.109 10279 0.080
1844 0.069 21670 0.103 11025 0.076
8081 0.068 10279 0.100 3321 0.072
3321 0.063 1781 0.097 1781 0.055
3289 0.057 18594 0.096 1636 0.051
1636 0.051 783 0.087 16169 0.049
1637 0.051 2247 0.086 11094 0.045

20343 0.046 11094 0.082 21670 0.044

9382 0.2 5258 0.2 5258 0.2
5258 0.162 9382 0.123 350 0.192

350 0.160 350 0.078 9382 0.080
5291 0.112 4808 0.065 4808 0.076
4808 0.093 16464 0.059 9381 0.072
2621 0.090 9963 0.056 4775 0.055

18023 0.070 2621 0.054 14090 0.051
18396 0.064 18023 0.049 18396 0.049

4457 0.062 2316 0.040 4820 0.045
16464 0.056 5101 0.039 9963 0.044
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words associated with each topic provide a meaningful description
of a specific area of research. For example, topic # 74 ‘‘XML Dat-
abases (XMLDB)” shows quite specific words when a person is
finding databases experts specifically for XML databases. Other
topics Data Mining and Bayesian Learning shown in Table 1 are
also quite descriptive and precise. The experts associated with each
topic are quite representative, e.g. we analyzed the data and found
that in case of topic 11 ‘‘Data Mining” and for others topics top
ranked experts are well known in their respective fields and pub-
lished usually in high class conferences, specifically from top three
conferences for each expert at least one is world class. Here it is
necessary to mention that these rankings are just based on the five
Table 2a
Temporal expert finding comparison between our proposed and baseline approaches for DM
the top three conferences shown in which they published and number of papers they hav

Experts Top three conferences TP Experts Top three confe

2003 Data Mining (TET) 2003 Data Mining (ACT1)
2628 WL (ICDE), NL (ISCAS, ICDM) 33 4477 WL (ICDE, KDD
5135 NL (BIBE, DAWAK, GRC) 9 2681 NL (ICDM, IDEA
5119 WL (ICDE, SIGMOD), NL (DASFAA) 13 5018 NL (ICDM, ADM
4477 WL (ICDE, KDD, SIGMOD) 19 2231 NL (AAI, ADC, A
2630 WL (KDD), NL (ICDM, IPDPS) 11 1660 WL (ICDE, SIGM
118 WL (SIGIR), NL (ICDM, CIKM) 12 2630 WL (KDD), NL
4786 WL (KDD), NL (ICDM, SDM) 14 8642 NL (ICEIS, ICWI
1659 WL (KDD), NL (ICDM, SDM) 6 323 NL (CIKM, PAK
5014 WL (SIGIR, WWW), NL (ICDM) 8 5325 WL (KDD), NL
5017 NL (ICEIS, SAC, IRI) 14 8737 NL (CIKM, PAK

2004 Data Mining (TET) 2004 Data Mining (ACT1)
2628 WL (ICDE), NL (ISCAS, ICDM) 58 5017 NL (ICEIS, SAC,
5135 NL (BIBE, DAWAK, GRC) 10 1661 WL (ICDE, KDD
5119 WL (ICDE, SIGMOD), NL (DASFAA) 26 9175 NL (ICCSA, AIN
4477 WL (ICDE, KDD, SIGMOD) 26 1832 WL (KDD), NL
2630 WL (KDD), NL (ICDM, IPDPS) 11 4490 NL (DEXA, DAS
5014 WL (SIGIR, WWW), NL (ICDM) 22 2239 WL (ICDE), NL
10307 WL (KDD), NL (ICDM, SDM) 7 4857 WL (ICDE, VLD
118 WL (SIGIR), NL (ICDM, CIKM) 10 4477 WL (ICDE, KDD
18258 NL (ICPR, ICAPR, IDEAL) 12 2630 WL (KDD), NL
5017 NL (ICEIS, SAC, IRI) 27 8077 NL (IWANN, IC

2005 Data Mining (TET) 2005 Data Mining (ACT1)
2628 WL (ICDE), NL (ISCAS, ICDM) 61 1661 WL (ICDE, KDD
5135 NL (BIBE, DAWAK, GRC) 22 4477 WL (ICDE, KDD
5119 WL (ICDE, SIGMOD), NL (DASFAA) 23 212 WL (KDD, ICDE
2630 WL (KDD), NL (ICDM, IPDPS) 17 965 WL (VLDB), NL
4477 WL (ICDE, KDD, SIGMOD) 30 24720 WL (KDD), NL
118 WL (SIGIR), NL (ICDM, CIKM) 23 2292 NL (AJAI, PAKD
10414 WL (ICDE), NL (PAKDD, ICDM) 3 1660 WL (ICDE, SIGM
5014 WL (SIGIR, WWW), NL (ICDM) 20 7771 NL (HIS, ICCS, C
5017 NL (ICEIS, SAC, IRI) 31 4982 NL (PAKDD, AD
4786 WL (KDD), NL (ICDM, SDM) 18 4490 NL (DEXA, DAS

2006 Data Mining (TET) 2006 Data Mining (ACT1)
5135 NL (BIBE, DAWAK, GRC) 23 4477 WL (ICDE, KDD
2628 WL (ICDE), NL (ISCAS, ICDM) 91 1661 WL (ICDE, KDD
5119 WL (ICDE, SIGMOD), NL (DASFAA) 32 2630 WL (KDD), NL
4477 WL (ICDE, KDD, SIGMOD) 34 2644 WL (KDD), NL
2630 WL (KDD), NL (ICDM, IPDPS) 21 323 NL (CIKM, PAK
10414 WL (ICDE), NL (PAKDD, ICDM) 10 2621 NL (DEXA, ICW
118 WL (SIGIR), NL (ICDM, CIKM) 41 5135 NL (BIBE, DAW
10307 WL (KDD), NL (ICDM, SDM) 13 10282 WL (KDD, ICDE
5014 WL (SIGIR, WWW), NL (ICDM) 21 2628 WL (ICDE), NL
5002 WL (KDD), NL (SDM, ICDM) 12 2247 NL (ADC, ICDT,

2003 Data Mining (TET) 2003 Data Mining (ACT1)
2628 WL (ICDE), NL (ISCAS, ICDM) 92 4477 WL (ICDE, KDD
5135 NL (BIBE, DAWAK, GRC) 22 1832 WL (KDD), NL
4477 WL (ICDE, KDD, SIGMOD) 45 9377 NL (SBBD, BDA
118 WL (SIGIR), NL (ICDM, CIKM) 42 4793 WL (KDD, VLD
5119 WL (ICDE, SIGMOD), NL (DASFAA) 14 2628 WL (ICDE), NL
5014 WL (SIGIR, WWW), NL (ICDM) 18 24720 WL (KDD), NL
2630 WL (KDD), NL (ICDM, IPDPS) 10 9894 NL (DG.O, ICS,
5017 NL (ICEIS, SAC, IRI) 28 1996 WL (PODS), NL
1659 WL (KDD), NL (ICDM, SDM) 12 8737 NL (CIKM, PAK
10307 WL (KDD), NL (ICDM, SDM) 6 25261 NL (WAIM, RSK
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years (2003–2007) DBLP data of only related conferences to just
show conferences influence for TET in comparison with TAT and
ACT1 and ids are mentioned instead of names for anonymity.

Gibbs sampling algorithm requires significant processing time
which is not practice for large datasets. We usually need to quickly
find the topics and experts for new events that are not contained in
the training corpus. For this purpose, we can apply Eq. (5) only on
the word tokens and authors of the new event each time temporar-
ily updating the count matrices of (word by topic), (year by topic)
and (topic by author). The resulting assignments of words to topics
can be saved after a few iterations (10 in our simulations) and then
Eq. (9) is used to obtain experts for different years.
topic related top 10 experts. Here the top 10 experts related to a topic for a year with
e published in that year.

rences TP Experts Top three conferences TP

2003 Data Mining (TAT)
, SIGMOD) 19 4477 WL (ICDE, KDD, SIGMOD) 19
S, MDM/KDD) 10 4921 NL (SEBD, PKDD, ICDM) 4
A, APIN) 6 2067 NL (SIGPlan, CompSAC, CW) 20
I) 5 25858 WL (KDD), NL (PAKDD, SDM) 4
OD), NL (ICDM) 12 2587 NL (ICDM, CIKM, SDM) 7

(ICDM, IPDPS) 11 212 WL (KDD,SIGMOD, VLDB) 13
, IKE) 9 2630 WL (KDD), NL (ICDM, IPDPS) 11
DD, ICDCS) 19 4399 NL (ISAAC, DS, WG) 7
(ICTAI, DASFAA) 9 2239 WL (ICDE), NL (DASFAA, WAIM) 23
DD, IDEAS) 7 8737 NL (CIKM, PAKDD, IDEAS) 7

2004 Data Mining (TAT)
IRI) 27 4477 WL (ICDE, KDD, SIGMOD) 26
), NL (ICDM) 36 25858 WL (KDD), NL (PAKDD, SDM) 11

A, iiWAS) 40 2587 NL (ICDM, CIKM, SDM) 13
(ICTAI, ICDM) 17 5017 NL (ICEIS, SAC, IRI) 27
FAA, CIKM) 14 4921 NL (SEBD, PKDD, ICDM) 5
(DASFAA, WAIM) 13 2630 WL (KDD), CL (ICDM, IPDPS) 11
B, PODS) 7 9382 NL (WAIM, APWEB, FSKD) 19
, SIGMOD) 26 2067 NL (SIGPlan, CompSAC, CW) 28

(ICDM, IPDPS) 11 10307 WL (KDD), NL (ICDM, SDM) 7
ANN, IJON) 13 212 WL (KDD,SIGMOD, VLDB) 14

2005 Data Mining (TAT)
), NL (ICDM) 50 4477 WL (ICDE, KDD, SIGMOD) 30
, SIGMOD) 30 4921 NL (SEBD, PKDD, ICDM) 7
, SIGMOD) 16 2630 WL (KDD), NL (ICDM, IPDPS) 17
(SODA, CoRR) 26 2067 NL (SIGPlan, CompSAC, CW) 35

(BIOKDD, ICDM) 18 212 WL (KDD,SIGMOD, VLDB) 16
D, AAI) 8 5017 NL (ICEIS, SAC, IRI) 31

OD), NL (ICDM) 15 9382 NL (WAIM, APWEB, FSKD) 17
OR) 13 2587 NL (ICDM, CIKM, SDM) 13
C, CAiSE) 11 25858 WL (KDD), NL (PAKDD, SDM) 3
FAA, CIKM) 14 4786 WL (KDD), NL (ICDM, SDM) 18

2006 Data Mining (TAT)
, SIGMOD) 34 4477 WL (ICDE, KDD, SIGMOD) 34
), NL (ICDM) 43 25858 WL (KDD), NL (PAKDD, SDM) 16

(ICDM, IPDPS) 21 4921 NL (SEBD, PKDD, ICDM) 8
(ICDM, SDM) 19 2630 WL (KDD), NL (ICDM, IPDPS) 21
DD, ICDCS) 23 5017 NL (ICEIS, SAC, IRI) 30
L, MDM) 16 4968 NL (ICTAI, SDM, WebKDD) 12
AK, GRC) 23 212 WL (KDD,SIGMOD, VLDB) 20
), NL (SDM) 11 10326 WL (KDD), NL (SDM, PKDD) 9
(ISCAS, ICDM) 91 9382 NL (WAIM, APWEB, FSKD) 20
WISE) 12 10307 WL (KDD), NL (ICDM, SDM) 13

2003 Data Mining (TAT)
, SIGMOD) 45 4477 WL (ICDE, KDD, SIGMOD) 45

(ICTAI, ICDM) 24 25858 WL (KDD), NL (PAKDD, SDM) 12
, DAWAK) 6 212 WL (KDD,SIGMOD, VLDB) 24
B, SIGMOD) 24 25817 NL (RAID, ACSAC, NADD) 11
(ISCAS, ICDM) 92 5017 NL (ICEIS, SAC, IRI) 28
(BIOKDD, ICDM) 7 10326 WL (KDD), NL (SDM, PKDD) 11
DL) 3 4921 NL (SEBD, PKDD, ICDM) 10

(APBC,DPBL) 8 4968 NL (ICTAI, SDM, WebKDD) 6
DD, IDEAS) 8 8737 NL (CIKM, PAKDD, IDEAS) 8
T, CSDA) 2 4399 NL (ISAAC, DS, WG) 13
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4.5.2. DBLP data statistics based comparison
To show the dominancy of our proposed approach over the

baseline approaches, we provide comparison of all years for DM to-
pic by using DBLP database [11] provided statistics for each expert.
For this purpose we divided conferences into two main categories,
World Level ‘‘WL” (Considered better than normal level due to
their high class) and Normal Level ‘‘NL” or others to evaluate the
performance of approaches in terms of considering and not consid-
ering conferences influence. Here for DM topicKDD, ICDE, SIGMOD,
VLDB, WWW, and SIGIR are considered as WL conferences (on the
basis of expert opinions and impact scores on Citeseer (http://cite-
seer.ist.psu.edu/) and others are considered as NL conferences. We
just made two categories for simplicity and to show generalization
time topic modeling effectiveness over the baselines one can make
as many categories as he/she like. Top three conferences for each
author are selected from DBLP data statistics [11] and categorized
them as WL (bold font in Top 3 Conferences column) and NL (nor-
mal font in Top 3 Conferences column) in Table 2a. Total Papers
(TP) column shows number of papers published in a given year
by the expert in all conferences.

One can see in Table 2b a summary of Table 2a; firstly, for year
2003 of TET from top 10 experts 12 times papers are published in
WL conferences with total number of 139 papers, for year 2003 of
ACT1 from top 10 experts 7 times papers are published in WL con-
ferences with total number of 107 papers, and for year 2003 of TAT
from top 10 experts 9 times papers are published in WL confer-
ences with total number of 115 papers. Twelve times WL for TET
is greater than 7 times WL for ACT1 and 9 times of WL for TAT.

Secondly, eight experts from top 10 shown for TET at least have
OneWL conference related to an expert in top three conferences,
four experts from top 10 for ACT1 at least have OneWL conference
related to an expert in top three conferences, and five experts from
top 10 for TAT at least have OneWL conference related to an expert
in top three conferences. Eight experts OneWL for TET are greater
than four experts for ACT1 and five experts for TAT. Thirdly, 139 TP
for TET are greater than 107 TP for ACT1 and 115 TP for TAT. It
clearly shows that experts found by TET approach are better, as
they published more in WL conferences, more experts in the top
10 lists have published at least in one OneWL and experts pub-
lished more papers as compared to ACT1 and TAT. The above situ-
ation is also true for years 2004, 2005, 2006 and 2007.

Thirdly, Table 2b shows that the average number of times ex-
perts publishing in WL 12 for TET is greater than WL 10 of ACT1
and WL 8.8 of TAT, average number of experts publishing at least
in one world class conference average OneWL is 8 for TET that is
greater than average OneWL 5.6 for ACT1 and average OneWL
4.6 of TAT, which supports our hypothesis that our approach can
discover more precise experts who published more in WL confer-
ences than experts discovered by other approaches.

One can say that if someone is an expert in some area of re-
search he should have at least one world class conference among
his/her top three publishing conferences. Additionally, the average
number of papers for TET approach for the top 10 experts is 236.6
which is greater than the average number of papers for ACT1 ap-
proach 204.8 and TAT approach 162.8, which shows the proposed
approach acquiring more accurate results.

The results presented in Table 2b show that TET approach out-
performed ACT1 and TAT approaches due to its ability to simulta-
neously capture conferences influence with time information, and
TAT approach performed poorer than ACT1 because of not consid-
ering conferences information even as token.

4.5.3. Entropy based comparison
Fig. 5 provides a comparison between TET, TAT and ACT1 ap-

proaches in terms of entropy. It shows the average entropy curve
of topic-word distribution for all topics calculated by using Eq.
Please cite this article in press as: A. Daud et al., Temporal expert finding throug
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(10). Lower entropy for different number of topics T = 100, 150,
200 shows that more dense topics are produced by the approach.
Here, TAT has a little less entropy than TET and much less than
ACT1, while TAT and TET both have less entropy than ACT1. The
experimental results in Table 2 clearly show that the TET approach
is better than the TAT and ACT1 approaches even TAT has a little
less entropy (means dense topics) than TET. It matches with the
description given in [21] that perplexity or entropy is not statisti-
cally significant evaluation measures when topic models are used
for object ranking in information retrieval. As in this case TAT pro-
duced more dense topics (low entropy) than that of TET and ACT1
but performed poorer than both for temporal expert finding.

Additionally, the average entropy curve for different number of
topics for all approaches is pretty much smooth, which indicates
that these approaches are not sensitive to the number of topics.

4.5.4. Exchangeability of topics
ACT1 model [15] does not simultaneously consider time infor-

mation (independently modeled topics for each year) with the text
and authors’ information, which results in exchangeability of top-
ics problem. It means that there is no fixed order of topics for dif-
ferent runs of the algorithm. For example, a topic zi in the first run
of the algorithm cannot be considered same as topic zi in the differ-
ent runs of the Gibbs sampling algorithm [3]. Consequently, when
we run ACT1 for finding dynamic research interests for five years
individually that resulted into two main problems. Firstly, the top-
ics numbers were not similar for different years. Which may need
one to find some method to first map similar topics for different
years and obtain further results for knowledge based system. Sec-
ondly, the probabilistically related words are not exactly leading to
same area of interest for different years. These problems result in
having topically related biased researchers for the topics, as an
example the Bayesian learning topic is discussed here. Table 3 pro-
vides the topic words for different years obtained by ACT1 for
‘‘Bayesian” learning: topic. It enlightens the problem of not having
similar topic number and probabilistic words for each year because
of modeling independently for each year. For example, word
‘‘machine” is important for Bayesian learning topic but is missing
for year 2004, word ‘‘Bayesian” is important but missing for years
2003 and 2007, word ‘‘semi” is present for only years 2004, 2005
and 2007, and word ‘‘hybrid” is only present for the year 2006.
Non-presence of important words like machine, Bayesian and pres-
ence of unimportant words like hybrid in Bayesian learning topic
results in finding experts misleads to the similar area of interest
for different years.

4.6. Applications of TET approach

4.6.1. Temporal social network of Zoubin Ghahramani
TET approach can also be used for dynamic correlation discov-

ery between experts for different years, as compared to only
discovering static authors’ correlations [23]. To illustrate how it
can be used in this respect, distance between experts i and j is
h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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Table 2b
Summary of Table 2a, here WL means World Class conference, OneWL means at least
one conference is WL in top three conferences related to an expert and TP means total
number of papers for the top 10 topically related authors to a topic.

Year WL (TAT) WL (ACT1) WL (TET)

2003 9 7 12
2004 9 11 11
2005 8 12 12
2006 10 10 13
2007 8 10 12

Average 8.8 10 12

OneWL (TAT) OneWL (ACT1) OneWL (TET)

2003 5 4 8
2004 5 6 7
2005 4 6 8
2006 6 6 9
2007 3 6 8

Average 4.6 5.6 8

TP (TAT) TP (ACT1) TP (TET)

2003 115 107 139
2004 161 204 209
2005 187 201 248
2006 183 293 298
2007 168 219 289

Average 162.8 204.8 236.6
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calculated by using Eq. (11) for author-topic distribution of
different years

sKLði; jÞ ¼
XT

z¼1

hiz log
hiz

hjz
þ hjz log

hjz

hiz

� �
ð11Þ

We calculated the dissimilarity between the authors; smaller
dissimilarity value means higher correlation between the experts.
Table 4 shows topically related people with Zoubin Ghahramani
Table 3
Exchangeability of topics problem.

Topic ‘‘90” year 2003 Topic ‘‘59” year 2004 Topic ‘‘3” year 20

Learning 0.182262 Learning 0.221903 Learning
Machine 0.033243 Semi 0.020124 Bayesian
Reinforcement 0.012730 Bayesian 0.018496 Supervised
Programming 0.006697 Markov 0.016869 Reinforcement
Function 0.006697 Reinforcement 0.016327 Semi
Environment 0.006697 Supervised 0.013072 Bayes
Metrics 0.006094 Function 0.009818 Active
Discovery 0.005490 Classifiers 0.008733 Machine
Robust 0.005490 Models 0.007648 Ranking
Structure 0.004887 Network 0.006563 Intelligent

Table 4
Top 10 associated authors with Zoubin Ghahramani for different years.

2003 2004 2005

Zoubin Ghahramani
Michael I. Jordan 0.138 Andrew Y. Ng 0.253 Manfred K. War
Andrew Y. Ng 0.174 Manfred K. Warmuth 0.280 James T. Kwok
Yoram Singer 0.180 Zhi-Hua Zhou 0.290 Andrew Y. Ng
Shie Mannor 0.180 Raymond J. Mooney 0.291 Raymond J. Moo
Zhi-Hua Zhou 0.188 John Langford 0.371 Zhi-Hua Zhou
Max Welling 0.201 Michael I. Jordan 0.385 Pieter Abbeel
Raymond J. Mooney 0.208 Pieter Abbeel 0.415 John Langford
Marcus Hutter 0.221 Qiang Yang 0.500 Volker Tresp
Sanjay Jain 0.222 Pedro Domingos 0.504 Sridhar Mahadev
Pieter Abbeel 0.2539 Tong Zhang 0.506 Robert E. Schapi
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for different years. We selected Zoubin Ghahramani as he is fa-
mous person and has mature social network instead in comparison
to a new researcher who may not have mature social network
based on his research interests. Here, it is obligatory to mention
that the top 10 people related to Zoubin Ghahramani are not nec-
essarily the experts who have co-authored with him mostly, but
rather are the people who tend to produce most words for the
same topics with him for a specific year and usually attended the
same events. Again the results are quite promising and realistic
as most of the people related to Zoubin Ghahramani for different
years are also related to BL topic (e.g. Andrew Y. Ng, James T. Kwok
and Raymong J. Mooney) in Table 1 or are well known in this area
of research.
4.6.2. Temporal interests
Now by using TET we will show topic-wise experts temporal

interests. In Fig. 6a on the left side, for DM topic Hans-Peter Krie-
gel’s topic interest curve rises a bit from 2003 to 2004 and is very
much smoother from year 2004 to 2006 but suddenly falls for the
year 2007. This situation matches well with the DBLP data statis-
tics as he published papers are 13, 26, 23, 32, 14 in order of years
(2003–2007) and in 2007 he published only 14 papers, which are
18 papers less than year 2006, as a result his topic interest curve
decreased rapidly. For a similar topic Wei Fan has an almost stable
topic interest curve which has no prominent rising or falling
trends. This situation matches well with his published papers 6,
9, 6, 10, 12 in order of years (2003–2007) in DBLP data statistics.
For DM topic Jiawei Han has a slowly increasing topic interest
curve from year 2003–2007. This situation matches well with the
DBLP data statistics as his published papers are 19, 26, 30, 34, 45
in order of years (2003–2007) with the number of publications
per year are increasing steadily.

In Fig. 6b on the right side, for XMLDB topic Kian-Lee Tan’s pub-
lishing rate decreased from year 2003 to 2007 which is shown by
the trend line. This situation matches well with the DBLP data sta-
tistics as his published papers are 29, 27, 25, 21, 14 in order of
05 Topic ‘‘11” year 2006 Topic ‘‘83” year 2007

0.226613 Learning 0.208064 Learning 0.222570
0.033181 Machine 0.028394 Kernel 0.024824
0.016615 Active 0.017700 Active 0.022954
0.015153 Bayesian 0.014491 Classification 0.022019
0.013691 Reinforcement 0.011818 Machine 0.020616
0.008819 Hybrid 0.006470 Supervised 0.020616
0.008332 Automated 0.005401 Semi 0.018279
0.007357 Concurrent 0.004866 Reinforcement 0.015006
0.006383 Developing 0.004866 Unsupervised 0.006592
0.005896 Simulation 0.004866 Statistical 0.006124

2006 2007

muth 0.556 Andrew Y. Ng 0.516 Michael I. Jordan 0.249
0.609 Raymond J. Mooney 0.531 Rich Caruana 0.261
0.610 Rich Caruana 0.587 Sanjay Jain 0.283

ney 0.695 Pieter Abbeel 0.676 Michael L. Littman 0.285
0.917 Qiang Yang 0.761 Shie Mannor 0.303
0.926 Satinder P. Singh 0.785 Dan Roth 0.311
1.033 Zhi-Hua Zhou 0.791 Sridhar Mahadevan 0.312
1.154 Harry Zhang 0.802 Tony Jebara 0.318

an 1.202 Michael L. Littman 0.837 Yoram Singer 0.321
re 1.255 Max Welling 0.847 Max Welling 0.323

h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/

http://dx.doi.org/10.1016/j.knosys.2010.04.008
http://dx.doi.org/10.1016/j.knosys.2010.04.008


0

0.01

0.02

0.03

0.04

0.05

0.06

2003 2004 2005 2006 2007

P
ro

ba
bi

lit
y

Year

Has-Peter Kriegel
Wei fan
Jiawei Han

0

0.05

0.1

0.15

0.2

0.25

2003 2004 2005 2006 2007

P
ro

ba
bi

lit
y

Year

Kian-Lee Tan
Beng Chin Ooi
Martin Pfeifle

Fig. 6. Topic-wise temporal experts interests for (a) Data Mining (left) and (b) Bayesian learning (right).

10 A. Daud et al. / Knowledge-Based Systems xxx (2010) xxx–xxx

ARTICLE IN PRESS
years (2003–2007) are decreased especially for 2006 and 2007 21
and 14 papers, due to which the trend line is dropping slowly.
For a similar topic Beng Chin Ooi has stable topic interest as topic
interest curve has no prominent rising or falling trend from year
2003 to 2007. This situation matches well with his published pa-
pers 21, 17, 21, 17, 11 in order of years (2003–2007) in DBLP data
statistics. Here one can say that for year 2007 number of papers are
11 which are less than 17 (number of papers in 2006) even then
trend line is quite smooth. It is necessary to mention that here
some time even a person published less number of papers but he
can still produce more semantically related words, which nullifies
the impact of a lesser number of publications by showing his more
focused interest for that topic. For similar topic Martin Pfeifle topic
interest curve is continuously decreasing from 2003 to 2005, then
it falls suddenly for year 2006 and eventually it is almost touching
zero for year 2007. This situation matches well with the DBLP data
statistics as his published papers are 8, 14, 12, 5, 1 in order of years
(2003–2007) with his number of publications per year decreasing
quickly for the years 2006 and 2007. Temporal interests results ex-
plained above clearly show the effectiveness of our proposed ap-
proach and are well justified.

5. Related work

5.1. Temporal expert finding

Text Retrieval Conference (TREC) has provided a common plat-
form for researchers to empirically assess approaches for expert
finding. Different approaches have been proposed to handle this
problem. In particular, Cao et al. [32] proposed a two-stage lan-
guage model which combines a co-occurrence model to retrieve
documents related to a given query, and a relevance model for ex-
pert search in those documents. Balog et al. [19] proposed a model
which models candidates using its support documents by using
language modeling framework. Later, he proposed several advance
models to study expert finding problem in sparse data environ-
ments [20]. Different models for expert finding are compared by
Petkova and Croft [14], which were probabilistically equivalent
but their difference lie in the independent assumptions of models.
Liu et al. [30] studied a weighted directed co-author network and
proposed AuthorRank algorithm for ranking authors. Nie et al.
[34] proposed PopRank link analysis model a variation of language
model for object ranking within a specific domain. Expertise search
is performed in time varying social networks by proposing a Tem-
poral Random Walk algorithm [33]. Zhang et al [16] discussed pre-
ceding approaches limitation of not capturing semantics-based
information and proposed a mixture model (MM) based on the
Probabilistic Latent Semantic Analysis (PLSA). MM used a latent to-
pic layer between authors’ documents and the query. Expertise to-
pic modeling for matching reviewers with the papers is
Please cite this article in press as: A. Daud et al., Temporal expert finding throug
j.knosys.2010.04.008
investigated without considering conferences information [13]. Re-
cently, dependency between conferences and authors is argued
and a unified Author-Conference-Topic (ACT1) model is proposed
to capture the combined influence of conferences and authors for
expertise search [15]. To the limitation of their work conferences
information is only used as a token which became the reason for
ignoring conferences influence.

Time information usage has become important because of
highly dynamic Web for most of the knowledge discovery tasks.
Especially, Alonso et al. [24] argued that most of the existing infor-
mation retrieval systems do not consider time information and
have shown some areas in which one can benefit by exploiting
time information. Most of the existing approaches ignored seman-
tics-based information or were focused on finding general experts
by using semantics-based information. In semantics-based topic
modeling approaches time was ignored or modeling was done
from document level which became the reason for ignoring confer-
ences influence. Proposed TET approach incorporates both confer-
ences influence and time information for temporal expert finding,
simultaneously.

5.2. Topic modeling

Automatic topic extraction from data has become interesting
and active area of research and topic modeling is mostly used for
fulfilling this task. A few efforts have been made for topic extrac-
tion by using hard clustering methods to cluster documents into
one specific group based on similar semantic contents [4,5]. Prac-
tically a document can have more than one topic e.g. this paper
at least has two topics; which are temporal expert finding and to-
pic modeling. Therefore Probabilistic Latent Semantic Analysis
(PLSA) [28] was proposed as a probabilistic alternative to provide
soft clusters of documents on the basis of which one document
can belong to two or more groups. PLSA was generative only at
words level but not at the documents level, which is considered
its main limitation, as it has no simple way to make a prediction
for new document added to corpus. Consequently, a probabilistic
topic model Latent Dirichlet Allocation (LDA) was proposed [9],
which was generative at both words and documents level by using
Dirichlet prior. It enables LDA to predict topics for new document
added to the corpus. Later, LDA was extended to Author-Topic
model [23] for modeling authors’ interests on the basis of latent
topics without conferences information.

Jianping and Shiyong [18] discussed that the number of words
in a document is greatly different from that in other documents
and it is difficult to perform topic transition analysis based on cur-
rent topic models. Consequently, a variable space hidden Markov
model (VSHMM) is proposed to represent the topics, and several
operations based on space computation are presented. The task
of selecting relevant features for unsupervised clustering is
h generalized time topic modeling, Knowl. Based Syst. (2010), doi:10.1016/
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considered difficult due to the absence of class labels that can be
useful for search. Therefore, a new mixture model method is pro-
posed for unsupervised soft text clustering, named multinomial
mixture model with feature selection (M3FS) [22].

Time topic modeling has become important because of highly
dynamic Web. Blei and Lafferty [10] proposed dynamic topic mod-
el (DTM) which can capture the evolution of topics in sequentially
organized data. Later, Wang and McCallum proposed Topic over
Time (TOT) [31] which used beta distribution to draw time stamps
of years to investigate the evolution of topics. Nallapati et al. [26]
proposed a Multiscale Topic Tomography model (MTTM) to model
the evolution of topics over time. DTM, TOT and MTTM all of them
can be considered as time topic models but they did not consider
authors and conferences influence, which motivated us to propose
TET.
6. Conclusions

This study deals with the problem of temporal expert finding by
simultaneously modeling conferences influence and time informa-
tion. The effect of generalizing topic modeling approach from doc-
ument level to conference level is investigated. We conclude that it
is significant to use conferences influence and time information to-
gether as our generalized time topic modeling approach discovered
experts for different years are more precise than non-generalized
topic modeling approaches. TET approach is used to effectively find
temporal expert correlations and topic-wise interests; clear and
useful results are obtained. We also show that entropy (or perplex-
ity (square of entropy)) cannot be a significant measure for perfor-
mance evaluation when topic model is used for specific problem
such as ranking for information retrieval. As in this work, the
TAT approach has lesser entropy than both TET and ACT1 ap-
proaches; even then it performed poorer than both because it
has no conferences information which is important for temporal
expert finding problem.

We also discussed the exchangeability of topics problem with
ACT1 by not simultaneously modeling time information and con-
clude that simultaneous modeling of time information is important
for temporal expert finding. Empirical results and detailed analysis
show that TET outperformed TAT and ACT1 approaches. In general
our proposed approach can be applied to blogs dataset for finding
influential bloggers and news dataset for finding expert news
reporters.
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